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3 Pseudospherical surfaces and asymptotic Chebyshev net

Preliminaries

Let U and V be domains of Rn

Definition 3.1. A C∞ bijection ϕ : V → U is said to be a diffeomorphism if its inverse is also of
class C∞.

Lemma 3.2. If ϕ : V → U is a diffeomorphism,

(Dϕ)ϕ−1(q) ◦
(
D(ϕ−1)

)
q
= idRn , and

(
D(ϕ−1)

)
ϕ(p)

◦ (Dϕ)p = idRn

hold at each point of q ∈ U and p ∈ V , where Dϕ : Rn → Rm and D(ϕ−1) : Rm → Rn denote the
differentials of the map ϕ and ϕ−1. (Dϕ)p is a non-singular matrix on each point of p ∈ V .

Remark 3.3. Define ϕ : R2 → R2 by (x, y) = ϕ(ξ, η) = (ξ3, η). Then the Jacobi matrix Dϕ is
computed as

Dϕ =

(
xξ xη
yξ yη

)
=

(
2ξ2 0
0 1

)
which is singular at the origin. Hence ϕ is not a diffeomorphism though it is a bijection.

Theorem 3.4 (The inverse function theorem). Let ϕ : U → Rn be a C∞-map defined on a domain
U ⊂ Rn and p ∈ U . Assume (Dϕ)p is non-singular. Then there exists a neighborhood V ⊂ U of p
such that ϕ|V : V → ϕ(V ) is a diffeomorphism. Moreover,

(
D(ϕ−1

)
ϕ(q)

= (Dϕ)−1
q holds for each

q ∈ V .

Change of Parameters

Let p : U → R3 be a regular parametrization of a surface in R3 and ϕ : V → U a diffeomorphism,
where U and V are domains of R2. Then

(3.1) p̃ := p ◦ ϕ : V → R3

gives another regular parametrization of a surface, whose image coincides with that of p. Such p̃
is said to be a parametrized surface obtained by the coordinate change ϕ of p.

Now we write ϕ : (ξ, η) → (u, v). Then by the chain rule, it holds that

(3.2) (p̃ξ, p̃η) = (uξpu + vξpv, uηpu + vηpv) = (pu, pv)J, where J := Dϕ =

(
uξ uη
vξ vη

)
,

here pu, pv, p̃ξ, p̃η are considered to be functions valued in the column-vectors.
We write the first fundamental form ds2 (resp. ds̃2) and the second fundamental form II (resp.

ĨI) of p (resp. p̃) as

ds2 = E du2 + 2F du dv +Gdv2, II = Ldu2 + 2M dudv +N dv2

ds̃2 = Ẽ dξ2 + 2F̃ dξ dη + G̃ dη2, ĨI = L̃ dξ2 + 2M̃ dξ dη + Ñ dη2

Since the unit normal vector ν̃ of p̃ coincides with ν ◦ ϕ, (3.2) yield(
Ẽ F̃

F̃ G̃

)
= JT

(
E F
F G

)
J,

(
L̃ M̃

M̃ Ñ

)
= JT

(
L M
M N

)
J.
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This means that one obtain
ds2 = ds̃2, II = ĨI

by substituting
du = uξ dξ + uη dη, dv = vξ dξ + vη dη.

In other word, the first and second fundamental forms are invariant under changes of parameters.
Moreover, the Gaussian curvature K = (LN −M2)/(EG − F 2) is also invariant under change of
parameters.

Asymptotic parameters

For a surface of negative Gaussian curvature, there exists a parameter such that its second funda-
mental matrix is anti-diagonal, called an asymptotic coordinate system. In other words, a parameter
(u, v) is an asymptotic coordinate system if and only if the second fundamental form is in the form

II = 2M dudv.

To prove this fact, we prepare

Lemma 3.5. Let ω = αdu+β dv be a 1-form defined on a domain U of the uv-plane R2, where α
and β are functions in (u, v). Assume (α, β) 6= (0, 0) at P ∈ U . Then there exists a neighborhood
V ⊂ U of P and functions ϕ and ξ on V such that

ϕω = dξ, ϕ(Q) 6= 0 for Q ∈ V.

Proof. Let γ(s) =
(
u0(s), v0(s)

)
a curve on U defined on an interval I := (−ε, ε) (ε > 0) satisfying

γ(0) = P, γ′(s) 6= 0 (s ∈ I), and γ′(0) =
(
u′0(0), v̇

′
0(0)

)
satisfies

(3.3) α(P)u′0(0) + β(P)v′0(0) 6= 0.

Then for each s ∈ I, there exists a solution
(
(us(t), vs(t)

)
(t ∈ (−δs, δs)) of a system of ordinary

differential equations

d

dt
us(t) = −β(us(t), vs(t)),

d

dt
vs(t) = α(us(t), vs(t)), us(0) = u(s), vs(0) = v(s).

Then, by a regularity of the solution of ordinary differential equations with respect to parameters,
we obtain a smooth map

(s, t) 7→
(
u(s, t), v(s, t)

)
:=
(
us(t), vs(t)

)
.

In particular,(
u(0, 0), v(0, 0)

)
= P,

∂u

∂s
(0, 0) = u′0(0),

∂v

∂s
(0, 0) = v′0(0),

∂u

∂t
(0, 0) = −β(P), ∂v

∂t
(0, 0) = α(P)

hold. Hence by (3.3),

det

(
∂u
∂s (0, 0)

∂u
∂t (0, 0)

∂v
∂s (0, 0)

∂v
∂t (0, 0)

)
= det

(
u′0(0) −β(P)
v′0(0) α(P)

)
6= 0.

Thus, by the inverse function theorem, there exists a neighborhood V of P such that the map
(s, t) 7→ (u, v) is a diffeomorphism, that is, (s, t) is a new coordinate system on V ⊂ R2. Using this
parameter, we can write

ω = αdu+ β dv = α

(
∂u

∂s
ds+

∂u

∂t
dt

)
+ β

(
∂v

∂s
ds+

∂v

∂t
dt

)
= α(−β ds+ ut dt) + β(αds+ vt dt) = (utα+ vtβ)dt.

So, by setting ϕ := 1/(utα+ vtβ) and ξ = t, we have the conclusion.
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Remark 3.6. Lemma 3.5 implies that any 1-form on a domain of R2 is locally a non-zero function
multiple of an exact 1-form. The function ϕ in is called an integrating factor of the form ω.
Remark 3.7. Lemma 3.5 is the special (2-dimensional) case of Caratheodory’s principle, which is
often referred in the context of thermodynamics. In fact, Caratheodory’s principle says that for
any 1-form ω on n-manifold (or Rn), there exists an integrating factor if and only if ω ∧ dω 6= 0.

Proposition 3.8 (Asymptotic Coordinate system). Let p : U → R3 be a regular parametrization
of a surface in R3 whose Gaussian curvature is negative on U . Then for each P ∈ U , there exists
an asymptotic coordinate system on a neighborhood of P.

Proof. Write the second fundamental form of p as II = Ldu2 + 2M dudv + N dv2. Since the
Gaussian curvature is negative, −κ2 := LN−M2 is negative. When L(P) = 0, setting u = 1√

2
(s−t),

v = 1√
2
(s+ t) we get

II(P) = 2M(P) du dv =M(P)(ds− dt)(ds+ dt) =M ds2 −M dt2.

Since L(P) = 0, κ(P)2 = M2(P) 6= 0, and hence the first coefficient of II with respect to the
coordinate system (s, t) is not zero. Thus, we may assume L 6= 0 holds on a neighborhood of P,
without loss of generality.

When L 6= 0,

II = L

(
du+

M

L
dv

)2

+
LN −M2

L
dv2 = L

((
du+

M

L
dv

)2

−
(κ
L
dv
)2)

= L

(
du+

M + κ

L
dv

)(
du+

M − κ

L
dv

)
Then by Lemma 3.5, there exists functions ξ, η, ϕ and ψ such that ϕ(P) 6= 0, ψ(P) 6= 0 and

du+
M + κ

L
dv = ϕdξ, du+

M − κ

L
dv = ψ dη.

Here
det

(
ξu ξv
ηu ηv

)
=

1

ϕψ
det

(
1 M+κ

L

1 M−κ
L

)
=

1

ϕψ

2κ

L
6= 0

holds at P. Hence (s, t) 7→ (ξ, η) is a change of coordinates, and

II = 2M̃ dξ dη, (2M̃ = Lϕψ).

So (ξ, η) is an asymptotic coordinate system.

Asymptotic Chebyshev net

Theorem 3.9. For a each point P of a surface of constant negative Gaussian curvature −k2,
there exists a neighborhood U of P and coordinate system (ξ, η) such that the first and second
fundamental forms are in the form

(3.4) ds2 = dξ2 + 2 cos θ dξ dη + dη2, II = 2k sin θ dξ dη,

where θ is a smooth function in (ξ, η) with 0 < θ(ξ, η) < π.

Proof. By Proposition 3.8, there exists an asymptotic coordinate system (u, v) around P:

ds2 = E du2 + 2F du dv +Gdv2, II = 2M dudv.
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Then by the result in Exercise 5-1 of MTH.B4052, Ev = Gu = 0 holds. Since both E = pu · pu and
G = pv · pv are positive, we can write

E du2 =
(
e(u) du

)2
, G dv2 =

(
g(v) dv

)2
,

where e(u) and g(v) are positive functions in u and v, respectively. Set

ξ = ξ(u) =

∫ u

u0

e(t) dt, η = η(v) =

∫ v

v0

g(t) dt,

where P = (u0, v0). Then the map (u, v) 7→ (ξ(u), η(v)) is a coordinate change because e and g are
positive, and the first fundamental form and second fundamental form are written as

ds2 = dξ2 + 2F̃ dξ dη + d η2, II = 2M̃ dξ dη.

Since the Gaussian curvature K is −k2, we have

M̃2 = k2
(
1− F̃ 2

)
, that is, F̃ 2 +

(
M̃

k

)2

= 1.

So there exists a function θ such that

F̃ = cos θ, M̃ = k sin θ.

Since the surface is regular, 1− F̃ 2 = 1− cos2 θ > 0 holds. So θ can move on the interval (0, π) or
(π, 2π). In the latter case, replacing η by −η and θ by π − θ, we have the conclusion.

Remark 3.10. The parameter (ξ, η) as in (3.4) is called the asymptotic Chebyshev net.

Example 3.11. p(u, v) :=
(
sech v cosu, sech v sinu, v − tanh v

)
.

Exercises

3-1 Let a and b be real numbers with a 6= 0 and

p(u, v) = a(sech v cosu, sech v sinu, v − tanh v) + b(0, 0, u).

Find a coordinate change (u, v) 7→ (ξ, η) to an asymptotic Chebyshev net for p, and give an
explicit expression of θ as a function in (ξ, η).

3-2 Let (ξ, η) be an asymptotic Chebyshev net (3.4) on a surface. Assume another parameter
(x, y) is also an asymptotic Chebyshev net. Prove that (x, y) satisfies

(x, y) = (±ξ + x0,±η + y0) or (x, y) = (±η + x0,±ξ + y0)

where x0 and y0 are constants.
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